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Abstract—In this paper, we present a unified framework to the rigid and non-rigid point set registration problem in the presence of significant amounts of noise and outliers. The key idea of this registration framework is to represent the input point sets using Gaussian mixture models. Then, the problem of point set registration is reformulated as the problem of aligning two Gaussian mixtures such that a statistical discrepancy measure between the two corresponding mixtures is minimized. We show that the popular iterative closest point (ICP) method [1] and several existing point set registration methods [2, 3, 4, 5, 6, 7] in the field are closely related and can be reinterpreted meaningfully in our general framework. Our instantiation of this general framework is based on the the L2 distance between two Gaussian mixtures which has the closed-form expression and in turn leads to a computationally efficient registration algorithm. The resulting registration algorithm exhibits inherent statistical robustness, has an intuitive interpretation, and is simple to implement. We also provide theoretical and experimental comparisons with other robust methods for point set registration.
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1 INTRODUCTION

POINT set representations frequently arise in a variety of applications of computer vision, medical image analysis, pattern recognition and computer graphics. Many problems in these fields can be solved by algorithms operating on the point sets extracted from the input data. In this paper, we focus on the important problem of point set registration, which is often encountered in stereo correspondence, shape matching, feature-based image registration, model-based segmentation and several other problems.

Mathematically, the problem can be described as follows: Let \( \{M, S\} \) be two finite size point sets to be registered, where \( M \) is labeled as the moving “model” set and \( S \) the fixed “scene” set. Both \( M \) and \( S \) are assumed to be subsets of a finite-dimensional real vector space \( \mathbb{R}^d \), and in general they can be of different sizes. A common approach to register these point sets is to estimate the mapping from \( \mathbb{R}^d \) to \( \mathbb{R}^d \) which yields the best alignment between the transformed “model” set and the target “scene” set. The mapping may represent either a rigid or non-rigid transformation. Note that for a general purpose point set registration algorithm, each input point set is considered as a collection of isolated unstructured points, meaning additional knowledge beyond the spatial information, such as the mesh structure, labels, features, may not be assumed.

Developing efficient algorithms for point pattern matching problems has been an active research topic in the computational geometry and pattern recognition communities. There is a large body of research work on point pattern matching from the view point of structural pattern recognition as well. For example, the traditional probabilistic relaxation methods employ randomized algorithms along with the neighborhood information to find the correspondence between patterns in the model and target scene sets respectively. For a more detailed discussion on probabilistic relaxation methods, we refer the reader to [8] and references therein.

One popular approach to the point pattern matching problem involves applying the algorithms for the more general graph matching problem [9]. Representative work reported in [10, 11] involved extracting the structural information of a point set via a neighborhood graph on the points and using inexact relational matching and a spectral graph method. The spectral-based method, however, is known to be vulnerable to perturbations of the underlying structural matrix built from the point set. In more recent work [12], the point pattern matching problem is formulated as a weighted graph matching problem, which is further reformulated as finding a maximum probability configuration in a probabilistic graphical model. However, this approach is currently limited to rigid registrations and the computational complexity is relatively high. In the context of non-rigid 2D shape matching, methods like matching the so-called shape context [13] or preserving the local neighborhood structures [14] have also been reported in literature. The applicability of these methods, however, is limited by the assumption that the corresponding points have similar neighborhood structures.

The iterative closest point (ICP) algorithm [1] is one of the most well-known algorithms for point set registra-
tion. The idea of the ICP algorithm was motivated by the fact that there exist closed-form solutions for estimating 3-D rigid body transformations, given a correspondence of point pairs [15]. Traditional ICP works as follows: for each point \( m_i \) in the model set \( M \), find its closest point, \( s_i \), in the scene set \( S \). The rigid transformation \( T \) that best aligns the \( \{m_i, s_i\} \) pairs in a least squares sense is then calculated using the closed form solution. Then, all the points in \( M \) are transformed by \( T \). This establish-correspondence-then-register cycle is iterated until the specified stopping criterion is satisfied. The traditional ICP algorithm is intuitive and simple but has practical limitations due to its assumption that every closest point pair should correspond to each other. This assumption can easily fail when the two point sets are not coarsely aligned or the model set is not a proper subset of the scene due to possible occlusions in the scene. The occlusion problem can be alleviated by some statistical analysis on the distances of corresponding points in order to identify and reject outliers [16, 17, 18] or by trimming point sets through repeated random sampling [19]. However, a good initial transformation that places the two data sets in approximate registration is still required and it is indeed a nontrivial problem for ICP algorithm practitioners to solve.

Instead of assuming the one-to-one correspondence based on the nearest neighbor criterion, one-to-many relaxations have been proposed to allow for fuzzy correspondences. One of the most notable contributions along these lines is the work in Chui and Rangarajan [2], wherein a soft assignment technique and the deterministic annealing are combined to alternatively estimate the transformation and update the correspondence. The key idea of their work is to assume that each model point corresponds to a weighted sum of the scene points, instead of the closest scene point alone. These weights are taken from an affinity matrix whose entries are proportional to a Gaussian function of the pairwise distances between the moving model and the fixed scene. In other words, this affinity matrix assigns each model point to all points in the scene. The closer the scene point is to the model point, the larger is the assigned weight. Clearly, the closest point correspondence in ICP can be viewed as a binary version of this graduated assignment scheme. In Chui and Rangarajan [2], the registration problem is expressed as an joint optimization over the transformation parameter and correspondence matrix.

However, in practice, it is implemented as an alternating update strategy: at each iteration, a transformation is estimated from the virtual correspondence between model points and the linear combinations of scene points, then the correspondence matrix gets modified as the model points move towards the scene and the scale parameter in the Gaussian function for computing the weights decreases. Recently Myronenko et al. [6] proposed yet another robust non-rigid point set registration algorithm. Like in Chui and Rangarajan [2], Myronenko et al. [6] maintain the same Gaussian affinity matrix and also adopt a similar alternating update strategy interpreted in an expectation maximization (EM) [20] framework. The major difference between these two algorithms is that in Chui and Rangarajan [2] the non-rigid deformation is modeled by thin-plate splines while in Myronenko et al. [6] they use Gaussian radial basis functions. More recently, two interesting point set registration methods in the EM framework have been proposed [21, 22]. However, both methods are currently limited to rigid and articulated registration problems.

There also exist methods that attempt to align the given two point sets without establishing the explicit point correspondence, and thus are less sensitive to the missing correspondences and outliers. One popular approach is based on the concept of distance transform. For example, in Fitzgibbon [23], the point set registration is achieved by rigidly moving one point set such that a robust function on the distance field precomputed from the fixed point set is minimized. Another trick is to model each of the two point sets by a probability distribution and then a distance measure between the two distributions is minimized over the transformation space to yield the desired transformation. For instance, Tsai and Kanade [4] proposed a kernel correlation (KC) based point set registration approach where the cost function is proportional to the correlation of two kernel density estimates. Glaunes et al. [24] formulated the problem of aligning two unlabeled point sets by first modeling the point sets as weighted sums of Dirac measures and then finding the optimal diffeomorphic transformation between the two discrete distributions.

In this paper, we present a method that belongs to the aforementioned class of approaches. A preliminary version of this work has been reported in a conference article [5]. The key contributions of our research presented here are: (i) We investigate the idea of using Gaussian mixture models (GMM) as a natural and simple way to represent the given point sets. Then we treat the problem of point set registration as that of aligning two Gaussian mixtures by minimizing the discrepancy between two Gaussian mixtures. Interestingly, several existing point set registration methods including [1, 2, 3, 4, 5, 6, 7] can be viewed as special cases in this generic framework. However, we do not claim that we are the first to use the GMM in the point set registration problem as GMM has already been applied to this problem either explicitly [3] or implicitly in the form of kernel density estimates [4]. (ii) In order to align mixture densities, we leverage the closed-form expression for the L2 distance between two Gaussian mixtures, which in turn leads to a computationally efficient registration algorithm. Our registration algorithm has an intuitive interpretation, is simple to implement and exhibits inherent statistical robustness. Additionally, we have made the C++, MATLAB and Python implementations of our algorithm publicly available at http://gmmreg.googlecode.com.

The rest of this paper is organized as follows: We present the main idea of matching point sets using a
mixture model in Section 2. A general robust framework involving the minimization of the L2 distance between Gaussian mixtures is developed in Section 3. We also explain the relationship between our method and several existing methods in Section 4. Some implementation details are addressed in Section 5. Section 6 contains several experiments on rigid and non-rigid point set registration using shape, image, range scan and motion capture datasets. Finally, we present a discussion and conclusion in Section 7.

2 Mixture Models for Point Set Representation

One of the key ideas of our work is to represent discrete point sets by continuous density functions, namely, Gaussian mixture models. The motivation behind this idea is twofold. First, one can interpret the given point set as a statistical sample drawn from a continuous probability distribution of random point locations. In some sense, this interpretation explicitly reflects the uncertainty of feature extraction, the preprocessing step that produces the point sets to be registered [25]. Second, by doing so, traditionally hard discretization problems usually encountered in the point matching literature can be potentially converted to more tractable continuous optimization problems. Note that the general idea of this density based registration approach favors the pair of point sets of the similar sampling rates. In cases where the two point sets to be registered have quite different sampling rates, for example, point sets from range scans of a slanted surface from different viewing angles, the performance of the density based registration may degrade and this degradation depends on the robustness of the adopted approach.

The probability density function of a general Gaussian mixture is defined as $p(x) = \sum_{i=1}^{k} w_i \phi(x|\mu_i, \Sigma_i)$ where

$$\phi(x|\mu_i, \Sigma_i) = \frac{\exp\left[-\frac{1}{2}(x - \mu_i)^T \Sigma_i^{-1}(x - \mu_i)\right]}{\sqrt{(2\pi)^d |\det(\Sigma_i)|}}. \quad (1)$$

If the number of components is quite large, then almost any density may be well approximated by this model. Assuming no prior information, we choose to explicitly construct the Gaussian mixture model from the given point set in a simplified setting as follows: (1) the number of Gaussian components is the number of the points in the point set and all components are weighted equally; (2) for each component, the mean vector is given by the spatial location of each point; (3) all components share the same spherical covariance matrix. The resulting density is an over-parameterized Gaussian mixture which can be equivalently obtained by applying a fixed-bandwidth kernel density estimate [26, 27] with a Gaussian kernel. There are many references on selecting an appropriate bandwidth; see Scott [26], Wand and Jones [27]. Our experience has suggested that the final registration results are similar for most reasonable selections of the bandwidth and in practice we leave it as a free parameter tunable by the user of registration algorithm. Note that the original discrete point set can be thought of as the limiting case when the bandwidth approaches zero.

It is true that some additional information can be used to guide the mixture construction. For example, the confidence values, if available, intuitively indicate the weights of components in the resulting mixture. Furthermore, if the intensity values in the neighborhood of feature points can be made available, then for each feature point one is able to estimate a covariance matrix that measures the spread of its potential position [28, 29, 30], though experimental results in [30] show that in most cases it suffices to take the spherical covariance matrices other than the covariance matrices computed from image intensity information for image matching. It is also possible to explore the use of variable bandwidth kernel density estimators [31, 32].

When the input point set has a very large number of points, for example, a dense point cloud, a mixture model based clustering or grouping may be performed as a preprocessing step to simplify the model, for example, by recursively collapsing statistically similar components [33], where the mean vectors and covariance matrices can be estimated as byproducts. The clustering methods, that have been widely studied in literature, however, will not be discussed in this paper. Instead, we leave the choice of clustering methods to the user when clustering is needed.

3 Similarity Measures between Gaussian Mixtures

Based on the Gaussian mixture model representation discussed in the last section, an intuitive reformulation of the point set registration problem is to solve an optimization problem such that a certain dissimilarity measure between the Gaussian mixtures constructed from the transformed model set and the fixed scene set is minimized.

In this paper, we choose the L2 distance for measuring similarity between two Gaussian mixtures, motivated by the following two reasons: (1) The L2 distance is strongly related to the inherently robust estimator $L_2E$ [34]; (2) there exists a closed-form expression for the L2 distance between Gaussian mixtures, which in turn affords an efficient implementation of the registration algorithm. Formally, given two point sets, the model set $\mathcal{M}$ and the scene set $\mathcal{S}$, our registration method finds the parameter $\theta$ of a parametrized spatial transformation family $T$ which minimizes the following cost function:

$$d_{L_2}(\mathcal{S}, \mathcal{M}, \theta) = \int (gmm(\mathcal{S}) - gmm(T(\mathcal{M}, \theta)))^2 dx. \quad (2)$$

where $gmm(\mathcal{P})$ refers to the Gaussian mixture density constructed from a point set $\mathcal{P}$. Note that in practice, regularization terms have to be included in the cost function for imposing constraints on the transformations.
The L2 distance function can be treated as a special case of the density power divergence [35]:

\[
d_\alpha(g,f) = \int \left\{ \frac{1}{\alpha} g^{1+\alpha} - \frac{1+\alpha}{\alpha} g^\alpha f^\alpha + f^{1+\alpha} \right\} dx \tag{3}
\]

where \( f \) and \( g \) are two density functions. It is an interesting family of Bregman divergence [36] functions controlled by a single parameter \( \alpha \). The well known Kullback-Leibler (KL) divergence can be obtained by letting \( \alpha \) approach 0: \( d_0(g,f) = \lim_{\alpha \to 0} d_\alpha(g,f) = \int g(x) \log(g(x)/f(x))dx \). It is also known that in this case, the minimizer of KL divergence corresponds to maximum likelihood estimation (MLE). On the other hand, when \( \alpha = 1 \), the divergence \( d_1(g,f) = \int (f(x) - g(x))^2dx \) becomes exactly the L2 distance between the densities, and the corresponding estimator is called the \( L_2 \) estimator. For general \( 0 < \alpha < 1 \), the class of density power divergences provides a smooth bridge between the KL divergence and the L2 distance. Furthermore, this parameter \( \alpha \) controls the trade-off between robustness and asymptotic efficiency of the parameter estimators which are the minimizers of this family of divergences.

The closed-form expression for the L2 distance between two Gaussian mixtures can be easily derived due to the the following formula:

\[
\int \phi(x|\mu_1, \Sigma_1)\phi(x|\mu_2, \Sigma_2)dx = \phi(0|\mu_1 - \mu_2, \Sigma_1 + \Sigma_2). \tag{4}
\]

Note that the equation (3) does not have a closed form for \( 0 < \alpha < 2 \) except for the L2 distance at \( \alpha = 1 \) for Gaussians and Gaussian mixtures [34]. This fact offers an advantage to the L2 distance since the numerical integration or approximation can be a practical limitation not only in computation time but also for obtaining sufficient accuracy to perform the numerical optimization.

Another rationale for our choice of the L2 distance is its inherent relation to \( L_2 \) distance, a robust estimator minimizing the L2 distance between densities. \( L_2 \) distance has been well studied in statistics literature [34, 35]. The robustness of \( L_2 \) distance can be explained from the view point of M-estimators [37, 38]. It has also found successful applications such as image registration [39], segmentation [40] and blind source separation [41]. It is known that the maximum likelihood is well suited for the estimation problem in which the model is a good descriptor for the data and all the data are indeed coming from the model. However, the MLE estimates can be badly biased if the model is not good enough or there are a small fraction of outliers. Here we present two 1D toy examples to demonstrate different behaviors of the L2 distance between Gaussian mixtures representing two point sets and the log-likelihood function of one point set as data with respect to another as the model. In our first example, both the point sets are clustered into three separated regions: \([-5, -3], [-1, 1], [3, 5]\], all uniformly sampled with same sampling rate. As shown in Fig. 1, the log-likelihood function has only one optimum when the two point sets are perfectly aligned. The L2 distance however has one global minimum corresponding to the perfect alignment and also has a few local minima corresponding to the partial alignment due to the repeating pattern in the data. The existence of the local minima is appropriate since in this setting minimizing L2 distance is essentially equivalent to maximizing the autocorrelation function which is known as a good mathematical tool for detecting periodic patterns in the data.

The second example shown in Fig. 2 is a more realistic case where one point set has high density in segment \([-1, 1]\) and much lower density in \([4, 5]\), while another point set also has high density in segment \([-1, 1]\) but much lower density in \([-5, -4]\), as shown in Fig In this scenario, it is reasonable to consider the lower density regions as outliers. Fig. 2 (b-h) show how the log-likelihood functions and the L2 distances at different scales behave when translating the first point set with respect to the second one. Not surprisingly, at a sufficiently large scale, both the log-likelihood and distance profiles have one optimum which corresponds to the shift between the centroids of the two point sets, indicating a center of mass alignment. It is interesting to observe that at small to intermediate scales, the L2 distance function is consistent in reaching the global minimum at the expected location, while this desirable property is not seen from the log-likelihood function which also has multiple local optima.

4 RELATED WORK

In [5] we made an interesting observation that the traditional ICP method can be interpreted as minimizing the KL-divergence between two Gaussian mixtures using the approximation formula suggested in [42]:

\[
KL(f||g) \approx \sum_{i=1}^{n} \alpha_i \min_j (KL(f_i||g_j) + \log \frac{\alpha_i}{\beta_j}), \tag{5}
\]
where \( f = \sum \alpha_i f_i \) and \( g = \sum \beta_j g_j \) are two Gaussian mixtures. Note that the KL-divergence between two Gaussians \( \phi(\mu_1, \Sigma_1) \) and \( \phi(\mu_2, \Sigma_2) \) is:

\[
\frac{1}{2} \log \frac{\Sigma_2}{\Sigma_1} + \text{Tr}(\Sigma_2^{-1}\Sigma_1) + (\mu_1 - \mu_2)^T \Sigma_2^{-1}(\mu_1 - \mu_2).
\] (6)

In the simplified version of a Gaussian mixture representation of a given point set, each component is assumed to be the same spherical Gaussian centered at a point location with the same covariance matrix and weight, and the term \( \min_f KL(f_i\|g) \) corresponds to the minimum Euclidean distance from the \( i_{th} \) point in the set modeled by the mixture \( f \) to the point set modeled by mixture \( g \). From this, one can easily see that the idea of minimizing the approximated KL divergence between two Gaussian mixtures bears much resemblance to the popular ICP registration method [1].

Assume that the fixed scene \( S \) is taken as a sample drawn from a Gaussian mixture \( p \) and let \( q \) be the mixture distribution representing the moving model set. Since \( KL(p\|q) = \int (p(x) \log p(x) - p(x) \log q(x)) dx \) and \( p \) is fixed, minimizing the \( KL(p\|q) \) is equivalent to maximizing the log-likelihood of \( S \) with respect to \( q \) by transforming \( M \) in an asymptotic sense. The idea of formulating the point set registration problem as a maximum likelihood estimation problem has been proposed in Chui and Rangarajan [3] wherein they choose a sparsely distributed point set as the template density modeled by a Gaussian mixture and treat another relatively dense point set as sample data. Note that the asymmetry here is due to the distinct role of the data and the model. Similar to [2, 3], Myronenko et al. [6] also interpret the point set registration as maximizing the log-likelihood of scene with respect to the moving model, which is clearly seen from the energy function being minimized in [6]:

\[
- \sum_{x \in S} \sum_{m \in M} \exp(-\frac{1}{2} \|s - m\|^2). \] (7)

Since the MLE is sensitive to outliers, all these algorithms [2, 3, 6] include an additional Gaussian component to account for outliers, which is not needed in our method.

The similarity measure used in Tsin and Kanade [4] is the so-called kernel correlation (KC) between the moving model and the fixed scene: \( \sum_{s \in S} \sum_{m \in M} KC(s, T(m)) \) where the kernel correlation between two points \( x_i \) and \( x_j \) is defined as follows:

\[
KC(x_i, x_j) = \int K(x, x_i)K(x, x_j)dx.
\] (8)

Clearly when the kernel function \( K(x, x_i) \) is chosen as a Gaussian, the sum of all pairwise kernel correlations between two point sets is proportional to the \( \int fgdx \) term in L2 distance, derived from the formula (4). For the non-rigid transformation, a normalization term is added to the cost function in [4], leading to the following similarity measure:

\[
cor(f, g) = \frac{\int fgdx}{\sqrt{\int f^2dx \int g^2dx}},
\] (9)

which is commonly considered as a “correlation” between densities [33, 43] and also has closed-form expression for Gaussian mixtures. This correlation measure is also used in a recent point set registration algorithm [44] where only rigid registration results are reported as is the case for Tsin and Kanade [4].
It is easy to see that when \( g \) is a fixed density, finding \( f \) to maximize the correlation (9) is equivalent to minimizing the following form:

\[
\int g^2 dx - \frac{(\int f g dx)^2}{\int f^2 dx},
\]

which we note as a special case of a divergence family defined as:

\[
\frac{1}{\beta} \int g^{1+\beta} dx - \frac{(\int f^\beta g dx)^{1+\beta}}{(\int f^{1+\beta} dx)^\beta}.
\]

As discussed in Jones et al. [45], the corresponding minimum divergence estimator of this divergence family (11) is equivalent to a robust model fitting technique proposed by Windham [46]. A very interesting observation made in Jones et al. [45] is that the density power divergence (3) proposed in Basu et al. [35] and this divergence family (11) are closely related, yet different in general, and are both special cases of a larger family of divergences given by:

\[
\phi^{-1}(\int f^{1+\gamma} dx)\phi - \frac{1}{\gamma} \phi^{-1}(\int f^\gamma g dx)\phi + \frac{1}{\gamma} \phi^{-1}(\int g^{1+\gamma} dx)\phi.
\]

Note that (12) gives the density power divergence (3) with \( \phi = 1 \) and \( \gamma = \alpha \) while the divergence family (11) can be obtained by taking the limit \( \phi \to 0 \) and letting \( \gamma \to 0 \). It has been further shown in Jones et al. [45] that the cases \( \phi = 0 \) and \( \phi = 1 \) are actually, statistically the most interesting ones due to the following arguments: (1) both contain maximum likelihood as a limiting case (\( \alpha \to 0 \) in the density power divergence or \( \beta \to 0 \) in (11)); (2) for \( f \) close to \( g \), both are close to \( \frac{1}{2}(1+\gamma) \int g^{-1}(f-g)^2 dx \) for fixed \( \gamma = \alpha = \beta \) if the integral is finite, which is not true for other choices of \( \phi \); (3) the estimator associated to (12) is exactly unbiased and can be shown to be an M-estimator [37, 38], only for \( \phi = 0 \) or 1. A comparison of these two estimator classes is also made in Jones et al. [45]. The conclusion is that overall, these two classes appear to perform rather similarly while some relatively small advantages of minimizing the density power divergence over the other are identified, especially in terms of asymptotic efficiency and the breakdown point. We summarize the relationship between these divergence functions in Fig. 3. For more details, see Jones et al. [45].

5 Implementation Details

Let \( f = gmm(T(M, \theta)) \) and \( g = gmm(S) \) be the two Gaussian mixtures representing the moving model set \( M \) under a transformation family \( T(\cdot, \theta) \) and the fixed scene set \( S \) respectively, the L2 distance (2) is simply the sum of three terms: \( \int f^2 dx - 2 \int f g dx + \int g^2 dx \). Since \( g \) is fixed during the optimization, the evaluation of the cost function only involves the first two terms, namely, the L2 integral of the moving Gaussian mixture, which is the inner product between the moving Gaussian mixture and itself, and the inner product between the moving Gaussian mixture and the fixed Gaussian mixture. Furthermore, the first term is invariant under rigid transformations, which implies that maximizing the kernel correlation [4] and minimizing the L2 distance [5] are essentially same for the rigid point set registration.

The closed form of the inner product between two \( d \)-dimensional Gaussian mixtures \( f \) and \( g \) with \( m \) and \( n \) components respectively is just the sum of \( n \) Gaussian functions evaluated at \( m \) points in \( d \)-dimensional space. In the case where all the components are spherical Gaussians with a uniform scale, our cost function can be expressed in the form of the so-called “discrete Gauss transform”. Apparently, the cost of direct evaluations of discrete Gauss transforms grows as \( O(mn) \). There exist fast approximation schemes, such as the fast Gauss transform method [47] and its improved version [48], which require only \( O(n+m) \) work with a constant factor depending on the dimension \( d \) and desired precision. However, consistent with the results shown in a recent work on improved fast Gauss Transform [48], our observations show that when 2D or 3D point sets with both \( m \) and \( n \) are less than 1000, direct evaluation is sufficiently fast to yield reasonably good results while the gain observed in using the fast approximation schemes is insignificant. For example, a direct evaluation of Gauss Transform with \( m=n=800, d=3 \) as well as the gradient, only takes 30ms on a 2GHz computer. Actually, for rigid or affine transformation models with relatively few parameters, we found that a non-stochastic gradient-free optimization method, for example, the Powell’s method is sufficiently fast to achieve quite accurate results in most cases. However, for the non-rigid registration with thousands of points or more, a gradient-based numerical optimization algorithm might be necessary and it is worth applying fast approximation schemes to accelerate the evaluation of Gauss transforms in computing both the cost function and the gradient.

Let \( M_0 = (x_1, \cdots, x_m)^T \) be the \( m \times d \) matrix denoting the input model point set \( M \) and \( M \) be the \( m \times d \) matrix denoting the moving model point set \( T(M, \theta) \). The gradient of the cost function \( F(M(\theta)) \) with respect to the motion parameter \( \theta \) can be explicitly evaluated using the chain rule: \( \frac{\partial F}{\partial \theta} = \frac{\partial F}{\partial M} \frac{\partial M}{\partial \theta} \). For convenience, in the following we represent \( G = \frac{\partial F}{\partial M} \) by an \( m \times d \) matrix. Note that \( G \) can be obtained as a by-product when evaluating the cost function \( F(M) \) using Gauss transforms. Under the rigid transformation model, the moving model point set \( M \) and the original model point set \( M_0 \) are related by the rigid motion \( M = M_0 R^T + t \) where \( R \) is the rotation matrix and \( t \) is the translation vector. Let \( 1_n \) be the \( n \)-dimensional column vector of all ones, then the derivative of the cost function with respect to the motion parameter is given by:

\[
\frac{\partial F}{\partial \theta} = G^T 1_m \\
\frac{\partial F}{\partial r_i} = 1_d ((G^T M_0) \otimes (\frac{\partial R}{\partial r_i})) 1_d
\]
where \((r_1, \ldots, r_n, \ldots)\) is the parametrization of the rotation matrix \(R\) and \(\otimes\) denotes the element-wise multiplication. In our implementation, 3D rotations are parametrized by unit quaternions.

In our implementation of non-rigid point set registration, we investigate two commonly used non-rigid transformation models, namely, the thin-plate splines (TPS) [49, 50, 51] and the Gaussian radial basis functions (GRBF) [52]. Note that other parameterized transform models, for example, B-splines, can also be easily incorporated into our registration framework. In the following, we take thin-plate splines as an example to show the computation of analytical derivatives.

Let \(Q = (q_1, \cdots, q_p)^T\) be a \(c \times d\) matrix representing a set of \(p\) control points, one can compute the kernel matrix \(K = \{K_{ij}\}\) where \(K_{ij} = K(|q_i - q_j|)\) and \(|q_i - q_j|\) is the Euclidean distance between two points. The radial basis function used in TPS is defined as \(K(r) = r^2 \log r\) for 2D and \(K(r) = -r\) for 3D. Note that this kernel matrix \(K\) describes the internal structure of the control point set.

The TPS transformation can be decomposed into a linear part modeled by an affine motion and a non-linear part governed by TPS warping coefficients, \(w\), which are usually represented by a \(c \times d\) matrix. The bending energy of the non-linear transformation is given by \(\text{trace}(w^T K w)\). Note that \(K\) is conditionally positive definite[50]; in order to ensure \(w^T K w > 0\) and the non-linear part of the deformation is zero at infinity, the boundary condition \(w^T [1|Q] = 0\) has to be satisfied. Therefore, a common approach to enforce this boundary condition is to introduce a new parameter \(v\) as a \((c - d - 1) \times d\) matrix and let \(w = Nv\) where \(N\) is the matrix representing the left null space of \([1|Q]\). Under this transformation, the moving model point set is related to the source model point set \(M_0\) by

\[
M - M_0 = [1|M_0]A^T + Uw = [1|M_0]A^T + UNv
\]

where \(A\) is the affine part of TPS and the basis matrix is computed as \(U = \{U_{ij}\} = \{K(|x_i - q_j|)\}\).

To regularize the TPS non-rigid transform, a penalty term \(\frac{\lambda}{2} \text{trace}(w^T K w)\) is usually added to the final cost function where \(\lambda > 0\) controls the strength of regularization and a very large value of \(\lambda\) yields a nearly pure affine transformation. Hence, the derivatives of the final cost function \(F\) w.r.t the affine and TPS parameters can be obtained as:

\[
\frac{\partial F}{\partial A} = [1|M_0]^T G \\
\frac{\partial F}{\partial N} = (UN)^T G + \lambda N^T KN v
\]

Note that for non-rigid deformations modeled by the Gaussian radial basis functions, the analytical derivatives can also be derived in a similar manner.

Observing that our cost function defined above is convex in the neighborhood of the optimal position and always differentiable, one can employ efficient gradient-based numerical optimization techniques such as the quasi-Newton method and the nonlinear conjugate gradient method to solve the optimization problem. However, as shown in Fig. 2, there are still local minima which may trap the numerical optimization. This local minimum problem usually can be observed when the global motion is large, for example, a flip of a shape, or there exist symmetries or repeated patterns in the spatial structure, or the transformation model has high degrees of freedom, for example, very localized non-rigid deformation.

To overcome the local minimum problem, some heuristic methods can be used together with an efficient numerical optimization algorithm. Since the cost function tends to be smoother with a larger scale \((\sigma)\) than with a smaller scale, we recommend starting first with a relatively large scale, and then perform the numerical optimization using a default initial setting of transformation parameters. At the local minimum point, we compute the number of correspondences by counting the nearest pairs between transformed model set and the scene set. If the number of correspondences is less than a threshold value, multiple randomly chosen initializations are supplied to the optimization until a sufficient number of correspondences are obtained. If needed, a multi-resolution approach can be adapted in...
a coarse to fine manner.

In practice, we have found that by using multiple scales, multiple starts, and maximizing correspondence, in most cases we are able to escape from the trap of local minima and reach the global minimum in a few cycles. Our algorithm is outlined in Algorithm 1.

### Algorithm 1: A robust algorithm for point set registration using Gaussian mixtures

<table>
<thead>
<tr>
<th>Input</th>
<th>The model set ( M ), the scene set ( S ), and a parametrized transformation model ( T ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>The optimal transformation parameter ( \theta ) of model ( T ) that best aligns ( M ) and ( S ).</td>
</tr>
<tr>
<td>Begin</td>
<td></td>
</tr>
<tr>
<td>1. Estimate an initial scale ( \sigma ) from input point sets;</td>
<td></td>
</tr>
<tr>
<td>2. Specify an initial parameter ( \theta ), e.g. from the identity transform;</td>
<td></td>
</tr>
<tr>
<td>3. Repeat</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Set up the objective function ( f(\theta) ) as the L2 distance between the Gaussian mixtures constructed from the transformed model ( T(M, \theta) ) and the scene ( S ) with a scale ( \sigma ). A regularization term can be added depending on the transformation model;</td>
</tr>
<tr>
<td>5.</td>
<td>Optimize the objective function ( f ) using a numerical optimization engine (e.g. quasi-Newton algorithm when ( \nabla f ) is available) with ( \theta ) as the initial parameter;</td>
</tr>
<tr>
<td>6.</td>
<td>Update the parameter ( \theta \leftarrow \arg\min_{T} f );</td>
</tr>
<tr>
<td>7.</td>
<td>Decrease the scale ( \sigma ) accordingly as an annealing step;</td>
</tr>
<tr>
<td>8.</td>
<td>Until some stopping criterion is satisfied</td>
</tr>
<tr>
<td>End</td>
<td></td>
</tr>
</tbody>
</table>

The computational cost of this algorithm for non-rigid registration largely depends on the number of control points which drive the numerical optimization. With same amount of regularization strength, a dense spacing of control points allows more localized and flexible non-rigid deformations than a sparse spacing of control points. Hence, the positioning of control points is mainly an empirical choice and can be tuned according to the tradeoff on accuracy versus computing time. Again, one may also implement a hierarchical approach in which the density of the control points is increased in a coarse to fine fashion.

### 6 Experiments

In this section we present experimental results on the application of our registration algorithm to point sets obtained/extracted from various sources including 2D shapes, 3D laser range scans, 3D surfaces, multi-view images and motion capture datasets. Quantitative comparisons with competing registration methods are also presented. All our experiments were performed on a PC with 2GB of RAM and a 2.0GHz Intel CPU.

#### 6.1 Rigid Registration

First, we present the rigid registration experiments on several 2D shape datasets and 3D range scan datasets. On the 2D datasets, we provide comparisons with the CPD rigid registration [7]. On the 3D datasets, we compare with both the CPD and the LM-ICP algorithm [23].

##### 6.1.1 2D Rigid Registration

In the first experiment, we compare the convergence range of the proposed registration algorithm against the CPD rigid registration [7]. Fig. 4 shows four different 2D shape datasets used in this experiment. For each dataset, we rotated the point set from \(-\pi\) to \(\pi\) and ran both algorithms for aligning the original point set towards the rotated one. The range of angles for each algorithm to perform a successful alignment on each dataset is reported in Table 1. The comparison shows that the proposed registration method has a wider convergence range than the CPD registration method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Proposed method (in radians)</th>
<th>CPD [7] (in radians)</th>
</tr>
</thead>
<tbody>
<tr>
<td>road</td>
<td>([-3.3, 3.3])</td>
<td>([-2.02, 0.95])</td>
</tr>
<tr>
<td>contour</td>
<td>([-1.8, 1.8])</td>
<td>([-1.53, 1.33])</td>
</tr>
<tr>
<td>fish</td>
<td>([-2.0, 2.0])</td>
<td>([-1.25, 1.24])</td>
</tr>
<tr>
<td>chinese character</td>
<td>([-2.2, 2.2])</td>
<td>([-1.51, 1.54])</td>
</tr>
</tbody>
</table>

#### 6.1.2 Experiments with Range Data

We now report results of experimentation with two real world 3D range scan data sets, the “bunny” and the “dragon”, from the Stanford 3D scanning repository. We first took two bunny models, “bun000” and “bun045”, and downsampled both models from the original more than 40000 points to 4000-5000 points. Then, we applied the proposed 3D rigid registration algorithm, the CPD rigid registration algorithm and the LM-ICP algorithm to the downsampled point sets in order to align the “bun000” model to the “bun045” model. All these three registration algorithms are able to achieve the alignment successfully in less than 80 seconds. The registration result using the proposed algorithm is shown in Fig. 5.

To test the performance of these algorithms with respect to the outliers in the point sets, we contaminated the model point set by adding random outlier points uniformly sampled inside the bounding box of the model point set and then applied the registration algorithms on the contaminated model. The observation is that all these three algorithms perform quite accurately even when the percentage of random points is increased to 50% of the total number of points in the contaminated model.

In the experiments on the Stanford bunny dataset, we found that all these three algorithms failed to align
those scans with large pose differences, for example, the pair of “bun000” and “bun090”. In order to evaluate the performance of these algorithms with respect to the pose differences, we conducted experiments on the Stanford “dragon stand” dataset which contains 15 scans with in-plane rotation angles from 0° to 336° evenly spaced by 24°. We ran the registration algorithms on all the 30 pairs with ±24° rotation and compared the registration results with the ground truth. Since in this dataset the translation is insignificant, we only consider the accuracy of the 3D rotation part which is evaluated by first representing rotations in unit quaternions and then taking the absolute value of the dot product between the two unit quaternions. The closer this value is to 1, the more accurate the 3D registration is. In our experiments, we say a 3D registration is successful if this value is greater than 0.99 and count the numbers of successful registrations obtained by each of the three rigid registration algorithms. We also did same experiments for the pairs with pose difference being ±48°, ±72°, and ±96°, respectively. The results on success rates of the three algorithms on these pairs are summarized in Table 2. According to the results shown in Table 2, all these algorithms are able to achieve good performance when the pose difference between the 3D scans is moderate; however, none of these algorithms is reliable for aligning 3D scans that exhibit a poor initialization.

### 6.2 Non-rigid Registration

To present a comparison of different non-rigid registration methods under a unified framework, we implemented three different cost functions, namely, minimizing the L2 distance, maximizing the kernel correlation (KC), and maximizing the log-likelihood function, combined with two different non-rigid deformation models, namely, the thin-plate splines (TPS) and the Gaussian radial basis functions (GRBF).

For minimizing the L2 distance and maximizing the kernel correlation, since both the cost functions and gradients are available in closed-form expressions, we used the numerical optimization method L-BFGS-B, an efficient quasi-Newton method for large-scale bound-constrained or unconstrained optimization problems [53]. For maximizing the log-likelihood, the EM [20] method was used. It is interesting to note that the combination of EM and TPS is used in the TPS-RPM algorithm by Chui and Rangarajan [2] while the combination of EM and GRBF is used in the CPD algorithm by Myronenko et al. [6]. We also emphasize that Tsin and Kanade [4] only mentioned the possibility of extending the KC registration method to the non-rigid setting but did not present any experiments on this extension. In all these approaches, we also allow the user to specify their own configuration of control points, which can significantly reduce the number of parameters and hence the execution time.

In the following, we first show several qualitative experiments on point sets extracted from 2D/3D shape data and 2D image data, then we present quantitative comparisons of different non-rigid point set registration methods on three datasets including 2D shape data, 2D image data, and 3D motion capture data.

### 6.2.1 Qualitative Experiments

Fig. 6 shows a 2D fish shape data and a 3D face surface data used in our experiments. For both datasets, if the input is free from outliers and occlusion, all of our implementations are able to produce an almost perfect
alignment in less than 0.3 second for the 2D fish, and in less than 4 seconds for the 3D face data on a 2GHz computer. In each case, all implementations run with the same starting scale and configuration of control points. Overall our perspective on these algorithms being investigated in this work is that they are efficient for most moderate non-rigid point set registration problems and can quickly provide a good initial alignment for more complicated problem-specific registration algorithms.

Fig. 6. Two data sets used in the non-rigid shape matching experiments. The 2D fish data were obtained from http://www.cise.ufl.edu/~anand/students/chui/research.html [2] and each shape contains 98 points. The 3D face model with 392 points was taken from http://www.csee.ogi.edu/~myron/matlab/cpd/ [6].

The top row of Fig. 7 shows a pair of fingerprint images from two impressions of the left index finger of the first author with automatically extracted minutiae superimposed. The elastic deformation between these two images and the corresponding minutiae is clearly seen from the figure. In the bottom row of Fig. 7, the minutiae extracted from the left image are successfully registered to the minutiae extracted from the right image with 19 matches found in 50 iterations. The matching stage is quite fast and takes about 50ms on a 2GHz machine. Since the goal of the point set registration in the fingerprint matching problem to establish the pairing of minutiae, it is sufficient to bring the corresponding minutiae roughly close instead of perfect alignment. It is also important to note that our matching algorithm here is a general purpose algorithm and only requires the location information of fingerprint minutiae while most fingerprint matching algorithms in real working systems usually take additional application-related information like minutiae type (endpoint or bifurcation point), ridge orientation and neighborhood structure to accelerate the matching process.

The second experiment is to show the application of our point set registration in a typical multi-view computer vision problem. We took two images (frame 1 and frame 4) from the Oxford corridor sequence. The corners extracted using the Harris detector [54] are superimposed on these two images as shown in the top row of Fig. 8. We then ran our non-rigid registration algorithm on the detected corner sets and it took less than 10 seconds to produce the results of alignment shown in the middle row of Fig. 8. The alignment given by our point set registration can then be used to establish the putative point correspondences or line correspondences in order to estimate the camera motion between these two images. For example, the bottom row of Fig. 8 shows a number of point correspondences found by a simple nearest neighbor searching and distance thresholding. Note that the non-rigid deformation model (either the TPS or GRBF) is employed here only as a means to establish initial point matches but not to really model the underlying geometric transformation between the two images. By using a robust estimation algorithm, for instance, RANSAC [55], the putative point matches provided by the point set registration algorithm should be sufficient for estimating the fundamental matrix [56], even in the presence of mismatches (e.g. the corners attached on ‘R’).

6.2.2 Quantitative Evaluation

We present three quantitative comparisons on the non-rigid point set registration algorithms. The first experiment was conducted on the 2D fish shape data in Fig. 6. To test the ability of these algorithms to handle outliers and occlusion, we delete increasing numbers of points from the head part of one fish and points from the tail part of another. Then, we applied the nonrigid registration algorithms on these pairs of incomplete fish shapes. To have a quantitative evaluation, we compute the recall as the metric used in [57]. The recall, or true-positive rate, is defined as the proportion of true-positive correspondences to the ground truth correspondences and a true-positive correspondence is counted when the

Fig. 9. Performances of non-rigid point set registration algorithms on the incomplete fish shape pairs.

pair falls within a given accuracy threshold in terms of pairwise distance. Fig. 9 plots the recall curves of different methods after 5, 10, 15, 20 points were removed from one head and from another tail respectively. We observed that when the number of deleted points is larger than 20, none of these algorithms is able to achieve a successful alignment. It is evident from the Fig. 9 that overall the approach by minimizing the L2 distance and using the TPS nonrigid deformation achieves the best performance in this experiment. It also indicates that in general the approaches that minimize the L2 distance or those that maximize the kernel correlation outperform the approaches of maximizing the likelihood using EM in terms of robustness.

The second quantitative comparison was conducted on the CMU house sequence which contains 111 images of a toy house captured from moving viewpoints. In each of the images, 30 landmark points were manually marked with known correspondences.

The third quantitative evaluation was conducted on a sample “swagger” motion capture data from the Advanced Computing Center for the Arts and Design at the Ohio State University. This dataset consists of 518 frames of a “swagger” motion and there are 42 markers whose XYZ positions were recorded in these 518 frames. Note that in most frames there may be a few markers missing in the trajectory. Similar to the previous experiment, we selected all time points in the motion sequence spaced by 150 and 250 frames, then we ran the non-rigid registration algorithms on corresponding markers. The performances of these algorithms in terms of recall-accuracy curves are shown in Fig. 13.

From recall-accuracy curves shown in Fig. 12 and Fig. 13, we can see that for the performances of approaches that minimize the L2 distance and those maximizing the kernel correlation are almost indistinguishable under the same deformation model and both are consistently better than those of the EM-based approaches.
Fig. 12. Performance of the non-rigid point set registration algorithms on the CMU house sequence for different separation frames (70, 80, 90 and 100 frames). The average value is taken over image pairs with same spacing in the sequence. Since there are 111 frames, the number of image pairs spaced by these numbers of frames are, respectively, 41, 31, 21 and 11.

Fig. 13. Experiment on a sample “swagger” motion capture data. On the left are several selected frames from this data. Note that the unit on the axis is \( \text{cm} \); In the middle and right are the recall-accuracy curves averaged on the matching frames separated by 150 frames and 250 frames, respectively.

7 DISCUSSION AND CONCLUSION

Point set registration is a problem of pivotal importance that continues to attract considerable interest in the Computer Vision community. In this work, we have presented a novel probabilistic modeling framework for rigid and non-rigid point set registration. The core idea of the proposed framework is to model each of the point set using a Gaussian mixture, and reformulate the point set registration problem as the problem of aligning one point set to another such that a statistical discrepancy measure between the two corresponding mixtures is minimized. It is interesting to see that while seemingly quite different, several existing algorithms [1, 2, 3, 4, 5, 6] in the field are closely related and can be re-interpreted meaningfully in this framework.

We observe that the registration algorithms presented in [2, 3, 6] all maximize the likelihood function of the fixed scene point set as the “data” with respect to a Gaussian mixture representing the moving model point set as the “model”, which is equivalent to minimizing the KL divergence between the empirical distribution of the “data” and the Gaussian mixture representing the “model”. We have also shown that the basic idea of the ICP algorithm can be re-interpreted as minimizing an approximation of the KL divergence between Gaussian mixtures which may explain the non-robustness of a naive ICP implementation. In order to achieve the robustness while maximizing the likelihood during the EM cycle, algorithms in [2, 3, 6] have to include an additional Gaussian density component in the mixture model to handle the outliers and hence require the tuning of additional parameters.

Our instantiation of the presented general framework is based on the the L2 distance between two Gaussian mixtures. One obvious motivation of choosing the L2 distance is its closed form expression for Gaussian mixtures which in turn enables a fast implementation. Another rationale behind our choice is its inherent relation to \( L_2E \), a robust estimator minimizing the L2 distance between densities. The robustness of \( L_2E \) has been carefully studied in statistics literature [34, 35] and one salient advantage of \( L_2E \) over some other M-estimators [37] is that it requires no specification of tuning parameters. Moreover, it has been recently shown in [58] that the pairwise L2 distance can be generalized to achieve groupwise registration [59, 60] which is very useful for image and shape atlas construction whereas no such extensions have been shown for the other competing methods. Finally, we have demonstrated the merits of our method in rigid and non-rigid point set registration via experiments on synthetic and real data drawn from various application domains. Additionally, some quantitative evaluations were performed to depict the favorable performance of our nonrigid registration method compared to the competing non-rigid registration methods [2, 6, 7].
In summary, we have presented a unified framework in the form of the a divergence family that allows for interpreting several of the existing methods as special cases of the family. Our experimental studies indicate that it is still not possible to declare any one algorithm as an outright winner over other competing methods in terms of practical applicability due to the lack of diversified standard datasets, widely accepted criteria and intrinsic difficulties in principled parameter tuning, all of which should be worthy for further investigation.
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